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Executive Summary

Introduction

This report describes the results of the second season of research to develop and evaluate
the performance of new Automated Demand Response (Auto-DR) hardware and software
technology in large facilities. Demand Response (DR) is a set of time dependant
activities that reduce or shift electricity use to improve electric grid reliability, manage
electricity costs, and provide systems that encourage load shifting or shedding during
times when the electric grid is near its capacity or electric prices are high. Demand
Response is a subset of demand side management, which also includes energy efficiency
and conservation. The overall goal of this research project was to support increased
penetration of DR in large facilities through the use of automation and better
understanding of DR technologies and strategies in large facilities. To achieve this goal, a
set of field tests were designed and conducted. These tests examined the performance of
Auto-DR systems that covered a diverse set of building systems, ownership and
management structures, climate zones, weather patterns, and control and communication
configurations.

Electric load shedding that is often part of a DR strategy can be achieved by modifying
end-use loads. Examples of load shedding include reducing electric loads such as
dimming or turning off non-critical lights, changing comfort thermostat set points, or
turning off non-critical equipment. Levels of automation in DR can be defined as follows.
Manual Demand Response involves a labor-intensive approach such as manually
turning off or changing comfort set points at each equipment switch or controller. Semi-
Automated Demand Response involves a pre-programmed load shedding strategy
initiated by a person via centralized control system. Fully-Automated Demand
Response does not involve human intervention, but is initiated at a home, building, or
facility through receipt of an external communications signal. The receipt of the external
signal initiates pre-programmed shedding strategies. We refer to this as Auto-DR. One
important concept in Auto-DR is that a homeowner or facility manager should be able to
“opt out” or “override” a DR event if the event comes at time when the reduction in end-
use services is not desirable.

Research Overview

The research described in this report was conducted in 2004 following the first year of
tests in 2003. There were a number of specific objectives of the 2004 Auto-DR tests.
One objective was to explore new control and communication systems; both gateway and
relay technologies were tests. Another objective was to evaluate the size of the electric
shedding potential of the 2003 Phase 1 buildings in warmer weather test events than our
schedule permitted in 2003. These buildings participated in a warm weather 2004
“Retest”. A third objective was to evaluate how the test could be scaled up to allow
more buildings to participate. A fourth objective was to better understand the range of
electric shed strategies that are used in large facilities. These last two objectives were
evaluated in a “Scaled Up” test. All of the 2004 tests were three hour shed events
conducted at different times. The facility managers were unaware of the impending DR
events.

v



The communication systems for the 2004 tests differed from the 2003 tests in that new
methods of communication were used. During the 2003 test all of the sites had some sort
of Web-based Energy Information System (EIS) and Energy Management and Control
System (EMCS) with PC. During 2004, five of the 18 sites used an Internet relay that
connected directly to the EMCS control panel. This new method allowed buildings with
conventional control systems to participate in the test.

The test evaluation consisted of measuring the electric load sheds during each test event.
A robust weather-normalized baseline model was developed for each building based on
ten previous days of 15-minute whole-facility electric loads from the existing utility
meters. Each shed event was evaluated with a common set of shed metrics. These
metrics included include the average and maximum demand (power) savings for each
hour of the three-hour test period (kW), the average and maximum demand (power)
intensity shed for each hour (W/ft?), and the average and maximum percent savings from
the baseline for each hour (%). The shed savings for each building and the aggregated
total across all test sites shed savings were estimated (kW).

Results

Participation — The project was successful in recruiting, configuring, and testing over 10
million ft* of facility floor area, with each site participating in at least one of the 2004
tests. The participants included 18 geographically distributed sites, covering 36 buildings.
The participants include several office buildings, plus a supermarket, cafeteria, industrial
process sites, university library, and a postal processing and distribution center. New
technology was developed to explore and evaluate the capabilities of current controls and
communications for Auto-DR with EMCS and XML. The project involved extensive
outreach and recruitment efforts, and general publicity to audiences such as building
engineers, utilities, property management companies, commissioning providers, and
energy policy community. The Retests occurred on September 8™ and 21*. The Scaled
Up tests occurred on October 13™ and November 5", While each site participated in at
least one test, there was no test where all of the sites worked as planned. The range of
problems and issues that occurred during the preparation and execution of these tests
illustrate the type of technical challenges that exist for future DR control and
communication systems.

All but two of the Auto-DR test sites were in California. The Canadian and Wisconsin
sites participated to better understand the XML technology and the electric price server.
Although most of the sites were in California, some of the price clients and technology
development sites were outside of California. Figure E-1 shows the geographic location
of the pilot (test) sites along with the Web-based price clients, price server, and
development sites.



Internet and
Private WANs

@ - price Client

A = Pilot site

[ = Price Server

<> = Development Site

Figure E-1: Geographic Location of Pilot Sites and Related System Sites

Demand Savings — Results from the Retest of the five sites also evaluated in 2003 are as
follows. The power reduction reached nearly 1 W/ft* for three of the five sites during the
September 8" test, which was more successful in achieving large savings than the
September 21* test. The largest individual savings were observed from strategies that
used a cooling zone set point increase. Lighting, anti-sweat heaters, and other HVAC
strategies were also pursued. The maximum aggregate savings over the three-hour shed
was 1453 kW, or about 24% of the total aggregated demand for all five sites. There were
negative savings at some of the sites during part of the shed, but each site achieved some
savings during at least one of the shed hours. Negative savings can occur when the
baseline model predicts the power should be less than the power observed during the
particular shed hour. These demand intensities suggest there is significant demand
reduction potential in large buildings and commercial facilities during warm weather. No
occupant complaints were registered even with these large reductions in whole-building
power. Figure E-2 shows the aggregated and individual load shapes of the five Retest
buildings during the September 8" test. The baseline load shape is the sum of the
individual baselines from each of the five sites. The individual buildings reduced
between 5 to 30% of whole building power, with average power reduction of 11%, 24%,
and 16% during the 3 hours of the test.
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Figure E-2: Aggregated Demand Savings with a Maximum of 1453 kW Shed, Sept. 8" Retest

Results of the Scaled-Up test are as follows. Seventeen sites participated in the Scaled-
Up test (one Retest site did not participate because a communication system was out of
service following the Retest). Lighting, HVAC and a few other miscellaneous end-use
load shed strategies were pursued. Figure E-3 shows the maximum 15-minute demand
savings (kW) from 15 of the 18 sites that participated in the 2004 test events. Maximum
savings from the Retest are also shown. Three of the 18 sites participated in the
communications test only and not the demand savings analysis because of limited
metering or being out of California.

On the November 5™ test event the aggregated maximum savings among all 15 sites
reached nearly 2.5 MW. Only 15 of the total 18 sites are included in this graph because
the other three sites were involved in tests that involved the communication system only,
and not measurement of the load shed. If all 15 sites reached their maximum shed
simultaneously, a total of about 4 MW of demand response is available from these 15
sites that represent about 10 million ft* of floor area. Demand savings per site ranged
from negative savings up to 1080 kW per site, with percent savings from zero to 42 %.
Among the four test events, maximum savings per site were 0.01 to 1.81 W/ft>, or 0.1 %
to 56 % shed with an average from these 15 sites of 0.53 W/ft* and 14 %.
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Figure E-3: Maximum Demand Savings for the September, October, and November Tests by
Building, Total Aggregated Maximum Shed for Each Test, and Non-Coincident Maximum

This research has demonstrated that fully automated demand response systems are
technically feasible for buildings with a wide range of control systems from highly
sophisticated EMCS with telemetry communication to conventional EMCS. We
demonstrated the features of Automated DR with EMCS and XML (eXtensible Markup
Language). Both Internet gateways and Internet relays were tested. There are important
pros and cons to these two systems. The Internet gateways are more sophisticated,
having a greater set of functions. They are, however, more expensive as well. Further
work is needed to continue to evaluate the shed strategies possible for a broad range of
building systems, building type, and climatic conditions. Further research is also needed
to determine the economics of such DR, evaluate reasonable scenarios for the frequency
and duration of sheds, and possible occupant and tenant issues.
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1. Introduction

1.1. Background

This report describes the results of the second year of research to develop and evaluate
the performance of new Automated Demand Response (Auto-DR) hardware and software
technology in large facilities. Demand Response (DR) is a set of activities that reduce or
shift electricity use to improve electric grid reliability, manage electricity costs, and
provide systems that encourage load shifting or shedding during times when the electric
grid is near its capacity or electric prices are high. Demand response has been identified
as an important element of the State of California’s Energy Action Plan, which was
developed by the California Energy Commission (CEC), California Public Utilities
Commission (CPUC), and Consumer Power and Conservation Financing Authority
(CPA) (CEC et al.,, 2003). The CEC’s 2003 Integrated Energy Policy Report also
advocates DR (CEC, 2003). DR has been identified as a key national strategy to improve
electricity markets and electric grid reliability (United States GAO, 2004).

Electric load shedding that is often part of a DR strategy can be achieved by modifying
end-use loads. Examples of load shedding include reducing electric loads such as
dimming or turning off non-critical lights, changing comfort thermostat set points, or
turning off non-critical equipment. Levels of automation in DR can be defined as follows.
Manual Demand Response involves a labor-intensive approach such as manually
turning off or changing comfort set points at each equipment switch or controller. Semi-
Automated Demand Response involves a pre-programmed load shedding strategy
initiated by a person via centralized control system. Fully-Automated Demand
Response does not involve human intervention, but is initiated at a home, building, or
facility through receipt of an external communications signal. The receipt of the external
signal initiates pre-programmed shedding strategies. We refer to this as Auto-DR. One
important concept in Auto-DR is that a homeowner or facility manager should be able to
“opt out” or “override” a DR event if the event comes at time when the reduction in end-
use services is not desirable.

This report provides a detailed discussion of the demand shedding strategies used at the
test sites. In this study all of the DR strategies were instantaneous electric load sheds
using automated controls. There was no pre-planned load shifting or pre-cooling because
the sites were not given any early notification of the impending shed test. Unlike a day-
ahead DR program, the sites could not pre-cool, pre-ventilate or prepare for the test (Xu
et al, 2004). Industrial sites, if they had significant flexibility, could reschedule loads
instantaneously, but this is not possible with most building HVAC or related loads. Thus,
the responses evaluated in this research were all curtailment or electric load sheds.

The overall goal of this research project was to support increased penetration of DR in
large facilities through the use of automation and better understanding of DR
technologies and strategies in large facilities. To achieve this goal, we conducted a set of
four field tests. These tests examined the performance of Auto-DR systems that covered
a diverse set of building systems, ownership and management structures, climate zones,
weather patterns, and control and communication configurations.



This report describes the results of the second year of research to develop and evaluate
the performance of new Automated Demand Response (Auto-DR) hardware and software
technology in large facilities. The tests took place from September through November
2004.

Review of Findings from the 2003 Tests

During 2003 LBNL conducted a two-week experiment to develop and test fully
automated DR systems in large facilities. The study demonstrated a number of key issues
that relate to Automated DR, and DR in general. The 2003 tests were conducted in
November, during mild weather. Of the 5 MW under control among the 5 building, a
shed of nearly 10% was achieved. One key finding was that fully automated DR is
technically feasible with minor enhancements to current state-of-the-art technology. The
enhancements involved custom software at each site programmed using the emerging
technology standards “XML” and “Web services”. Automation of DR is likely to foster
greater participation in various DR markets by decreasing the time (and effort) needed to
prepare for a DR event, increasing the number of times a facility may be willing to shed
loads, and perhaps improving the size of the DR response.

The 2003 project involved extensive discussions and interactions with five large
organizations and institutions. Overall we obtained excellent support and assistance in
this research. The energy managers at these organizations believe that DR programs and
tariffs will increase in importance and prominence, and new technology will help them
participate in these programs. One key finding from the 2003 test was that new
knowledge is needed to procure and operate technology and strategies for DR. DR is a
complex concept. Facility operators need to understand DR economics, controls,
communications, energy measurement techniques, and the relation between changes in
operation and electric demand. Such understanding may involve numerous people at
large facilities. Facility managers need good knowledge of controls, and current levels
of outsourcing of control services complicate understanding of control strategies and
system capabilities. Another key finding in the 2003 test was the wide support and
interest in this research. Presentations of the results at ASHRAE and the XML
Symposium, and elsewhere resulted in numerous control companies, software developers,
and building owners expressing interest in participating in future tests.

This report is organized as follows. The remainder of this introductory section provides
an overview of the project goals and objectives. The second section describes the project
methodology, which includes the site recruitment, Auto-DR systems, and the DR overall
evaluation techniques. The third section provides additional details on the Auto-DR
system characteristics, the DR shed strategies, and the measurements at each site. The
fourth section describes the results of the field tests, providing results on individual Auto-
DR tests and examining the results of the tests by DR strategy. The fifth section is a
discussion of particular issues such as controls and their relation to DR strategies,
comparison of the 2003 and 2004 test results, and the relation between the DR control
strategies and building commissioning. The final section is a summary and discussion of
future research plans and outstanding issues. A series of appendices provide additional
detail, as described and referenced in the report below. Appendix A includes the project
outreach documents. Appendix B provides additional details on the site descriptions and
demand shed strategies. Appendix C provides post-test interview notes. Appendix D is a



case study of one of the complex HVAC Shed strategies. Appendix E lists acronyms and
terminology.

1.2. Goals and Objectives

The overall goal of the 2004 project was to support increased penetration of DR in large
facilities through the use of automation and better understanding of DR technologies and
strategies in large facilities. To achieve this goal, field studies are needed that examine
Auto-DR in a broader range of buildings and building systems, covering a range of
attributes such as control system type, energy information system type, heating,
ventilation, and air conditioning (HVAC) system type, lighting, and other building
system, climate, ownership, and usage patterns.

There were a number of specific objectives of the 2004 Auto-DR tests. One objective
was to evaluate the size of the electric shedding potential of the Phase 1 buildings in
warmer weather. Another objective was to evaluate how the test could be scaled up to
allow more buildings to participate. A third objective was to better understand the range
of electric shed strategies that are used in large facilities and technical compatibility or
feasibility of various control and EMCS technologies. This report reviews the results of
these research questions. A future report will discuss the decision-making perspectives
from the Auto-DR participants, which is also a subject of ongoing research.



2. Methodology

2.1. Project Overview and Site Recruitment

The basic concept of the project was to perform a series of tests of fully automated DR
systems. The Retest, further described below, was a two-week test period with two DR
event days. The Scaled-Up Test, also further described below, was a second two-week
test period with two DR event days. The tests consisted of providing a single fictitious
continuous electric price signal to each facility. The technology used for the
communications is known as Extensible Markup Language (XML) with “Web services”.
Control and communications systems at each site were programmed to check the latest
electricity price published by the price server and automatically act upon that signal. All
of the facilities had Energy Information Systems (EIS) and Energy Management and
Control Systems (EMCS) that were programmed to automatically begin shedding
demand when the price rose from $0.10/kWh to $0.30/kWh (See Motegi et al, 2003, for a
discussion of EIS and EMCS). The second stage price signal increased to $0.75/kWh.
Figure 2-1 is an illustration of the price signal for a representative test day.

0 3 666 666
. o0 " A 4
l OO0 00000 LLLE OO 0000000000000
. PPV OOIC a0 0 0000000040004

OO6
L 4 4

Electricity Price [$/kWh]
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4PM
5PM -
6 PM -
7PM -
8 PM

Figure 2-1: Electricity Price Test Signal

In the 2003 test, the price signal was published 15-minute ahead to provide participant
sites 15 minutes of adjustment time. However, we found that all the participant sites
responded within 1 minute from reception of the signal. This year, we used the same 15-
minute-ahead signal, to reduce the effort needed to re-configure the system. Participant
sites configured their systems to respond as soon as receiving the price signal change. To
simulate the effect of instantaneous response, the time stamp was shifted 15 minutes in
the subsequent data analysis'.

! For example, to average the first $0.30/kWh price signal period (1pm — 2 pm), the data from 12:45 to 1:45
pm is used for analysis.



During the 2003 tests a set of site selection criteria were developed to identify sites for
the Auto-DR tests. We recruited sites based on their characteristics related to the
following criteria:

e Facilities — different types of commercial and light industrial

e Energy Information System (EIS) — multiple vendors

e Energy Management Control System (EMCS) — multiple vendors
e Gateways — multiple technologies

e Ownership — government, company owned, leased

e End-Use Load Shedding Strategies — lighting, HVAC, and other types of
strategies

The criteria were described as “...the facilities selected for the 2003 Auto-DR test
differed from most commercial buildings in California because each site had the
capability to remotely monitor and control HVAC or lighting equipment over the Internet.
Although these remote control and monitoring features, known collectively as telemetry,
are becoming increasingly popular in newly installed EMCS, they are still uncommon
within the installed base of commercial buildings in California. For this reason, the 2003
Auto-DR participating sites were a select group” (Piette et al, 2005). All of the 2003 test
sites received CEC funds for advanced technologies known as Web-based Energy
Information Systems. Each of the 2003 test sites had demonstrated some capability to
shed that had been documented by a CEC evaluation contractor (Nexant, 2002).
Additionally, in 2003 we looked for demonstrated DR capability and a willingness to
share information on facility operation, facility characteristics and monitored data for
time periods before and during the tests.

Retest

The first two-week test period, referred to as the “Retest”, re-examined the 2003 test sites.
The objectives of the Retest were 1) to demonstrate the same strategies in warmer
weather, and 2) to determine how much effort was required for the sites once configured
for the Auto-DR test in 2003 to be revised for the 2004 tests. In preparation for the
Summer 2004 Retests, the 2003 test participants were contacted regarding the Summer
2004 plans. Each site was requested to participate in the Retest and the Scaled-up 2004
test. All five of the 2003 test sites agreed to participate in both of the 2004 Retest and the
Scaled up test.

Scaled-Up Test

The second two-week test period we refer to as the “Scaled-up test”. The objectives of
the Scaled-up test were: 1) to demonstrate the Auto-DR in a greater number of building
and facility systems, and 2) to overcome technical limitations of Auto-DR when applied
to a larger set of buildings. Because the 2004 Auto-DR tests were intended to allow
“typical” commercial buildings into the program, certain aspects of the Auto-DR



communications architecture were altered to allow mainstream sites to participate. The
detail of the new system architecture is described below. The criteria were relaxed to
allow any large commercial building (over 200 kW service) with a conventional EMCS?
to participate. The site recruitment effort was expanded to include wider variation of
building types. The outreach process consisted of numerous strategies such as the
following:

e Presentations at industry conferences and forums

e One-on-one discussions with retro-commissioning site contacts

¢ One-on-one discussions with control companies

e Technical Advisory Group outreach

e Outreach through professional industries - Automated Buildings Newsletter

e Outreach through Demand Response Research Center Web site — drrc.1bl.gov

Several of the sites that participated in the 2004 tests learned about the 2003 tests and
contacted LBNL independently to express their interest in participating with the 2004
tests. LBNL worked with each site to explain the procedure for the Auto-DR tests using
the documents provided in Appendix A.

The Retest sites were also informed about the Scaled-up test program. B of A, UCSB,
and GSA all agreed to add additional buildings to the test. UCSB’s showcase Bren Hall
laboratory was identified for participation in the Scaled-up test, but the communications
systems were not developed in time for the 2004 tests. (Bren Hall is one of the
"greenest” laboratory buildings in the country, and one of only a small number of
buildings in the United States to have received the U.S. Green Building Council's
Platinum LEED accreditation, the highest level possible, in the Leadership in Energy and
Environmental Design program (UCSB, 2005)). Albertsons and Roche did not add
additional buildings due to staff and time limitations. Two additional B of A buildings
and two additional GSA buildings were added to the Scaled-up test.

In order to evaluate each site the following information was collected. The site data
collection documents are included in Appendix A.

e Site characteristics (size, type, location, HVAC systems, etc.);

e DR-Systems: software, firmware, and hardware, etc., installed at the site;
e Monitoring, control, and reporting attributes of the system;

e Level of automation, human expertise and experience with DR;

e DR-System and Energy Management capabilities and strategies used: How is the
DR-system used to optimize energy performance, shed, or shift demand?

? We refer to a “conventional EMCS” as an EMCS supported by a control panel interface or an EMCS with
a PC workstation.



2.2. Test Preparation

Control and Communication System Configuration

All participants were responsible for reviewing and meeting the “Schedule for Demand
Response Test Participants” of the “Automated Demand Response in Large Facilities
Summer 2004 Scaled-Up Test Plan (Round 2)” (Appendix A). The basic design of the
Retest was identical to the 2003 tests, but to occur during warmer weather. LBNL
provided the participants with a fictitious XML electric price signal via the Internet that
contained information to represent electricity prices. The participants agreed to work
with their controls and DR system vendor and in-house staff to modify their system to be
able receive or retrieve the XML signal, send back an acknowledgement, and initiate an
automated shed. The Retest was scheduled to take place during a 2-week period in
September 2004. Within a test day, the shed response was not requested for more than 3
hours. The Participant was able to override the test if needed.

The price signal was described in two documents “Automated Demand Response in
Large Facilities Summer 2004 Scaled-Up Test Plan (Round 2)” and “Real Time
Electricity Pricing Web Methods and XML Schema For Automated Demand Response
Tests in Large Facilities” (both documents are in Appendix A). The baseline price for no
action was $0.10/kWh. The first level of price increase was $0.30/kWh. The second
level was $0.75/kWh. Triggers for the automated shed were based on those prices.

Data Collection

LBNL collected various types of data to evaluate the demand savings and changes in
building systems and conditions. For all the participant sites, LBNL collected 15-minute
interval whole building power data. A minimum of ten days of data prior to the two-
week test period was collected to develop a baseline model. LBNL also collected HVAC,
control, communications, energy, and other building time-series data, relevant to their
shed strategies. Additional metering was added at 4 sites to support the analysis of the
demand shedding strategies. These data were collected during the test period. Additional
information about effectiveness of the shed strategies and issues that arose as a result of
the tests were obtained by interviewing the responsible building engineer after the test
was completed. Appendix C documents the raw data obtained from the post-test
interviews.

2.3. Automated Demand Response System Description

This section provides an overview of the Auto-DR technologies. Both Internet gateways
and Internet relays were used as the communication interface to the control systems at
each building.

Internet Gateway

An Internet gateway is a device used in building telemetry systems to provide several
functions.  First, it physically connects two otherwise incompatible networks (i.e.,
networks with different protocols) and allows data to pass between them. Second, it
provides translation and usually abstraction of messages passed between two networks.
Third, it often provides other features such as data logging, and control and monitoring of



input/output  (I/O) points. Internet gateways typically connect the Internet
communication protocol (TCP/IP) to the protocol of a given EMCS. This means that a
different Internet gateway type is usually required to communicate with each different
EMCS brand or product line. Internet gateways are not available for all EMCS. An
Internet gateway can take several forms: 1) A PC with software and adapter cards that
connect it to both the EMCS and the Internet. 2) An embedded device that has the
network adapters and network connection software packaged in a dedicated embedded
device that can be mounted in a panel.

During the recruitment phase of the 2004 project, it became apparent that many building
managers were interested in participating in our study, but were unable to do so because
their buildings and organizations lacked two key attributes: 1) an Internet Gateway
(connects the EMCS to the Internet that enables telemetry) and 2) Computer
programming skills that would enable them to create custom “Price Client” software.
Overcoming these impediments can be daunting. The feasibility of adding an Internet
gateway to a legacy EMCS varies depending on the EMCS manufacture, the protocol, the
EMCS vintage and other factors. For many legacy systems, adding an Internet gateway
(if possible) can cost between $5,000 and $15,000.

Even if a given site had an Internet gateway, with the architecture used in the 2003 Auto-
DR tests, most typical commercial buildings could not participate due to their lack of in-
house computer programming skills. Outsourcing this programming was generally not an
option due to the unique skills required. Both XML/Web services programming skills
and domain knowledge of the existing EMCS are required to create custom “Price
Client” software. In addition, outsourcing the creation of the price client software could
cost between $5,000 and $10,000.

To outfit typical commercial buildings using the communications architecture from the
2003 Auto-DR tests could cost between $10,000 and $25,000 for the necessary hardware
and software. In addition, there is little consistency between buildings because different
Internet gateways are required for each various EMCS protocols, many of which are
proprietary and not interoperable with more open systems. Furthermore, Internet
gateways may not be available for some EMCS.

Internet Relay

Rather than require all sites to have an Internet gateway, another connectivity option was
provided for the 2004 tests. If desired, LBNL provided participating sites with a low-cost
Internet relay. An Internet relay is a device with relay contacts that can be actuated
remotely over a LAN, WAN or the Internet using Internet Protocols (IP). The Internet is
based on a standard protocol (TCP/IP) and all EMCS can sense the state of relay contact
closures (regardless of their particular EMCS protocol). Because of this, Internet relays
can be used on virtually any commercial building that has a standard connection to the
Internet (i.e., Internet connectivity directly to the EMCS is not required).

The Internet relay, which costs less than $200, was used to remotely signal five of the
sites of the impending shed. Instead of converting XML messages to the native EMCS
protocol, the Internet relay simply closes relay contacts, which were read as digital inputs
by EMCS controllers. The in-house staff programmed the EMCS to shed loads based on
the state of the Internet relay. Rather than require the sites to have in-house computer



programmers, the price client software was developed and deployed by the programmers
at the company that created the Price Server software, Infotility.

In the 2004 Auto-DR tests, both of the major impediments were overcome through a
relatively minor modification to the system architecture. Figure 2-2 shows the
communication sequence for each system type used in the Auto-DR tests. The four steps
involved are:

1. LBNL defines the price versus time schedule and sends it to the price server.
2. The price is published on the server.

3. Polling clients request the latest price from the server every few minutes.

4

The Energy Management Control System (EMCS) initiates shed commands based
on current price.

Some sites chose to create and deploy their own price client and logic software and used
it to control their own Internet relays (as opposed to sites that used project “standard”
Internet relays (which were Adam 6060s) controlled by Infotility price client and logic
software). These sites hosted the price client and logic software wherever they desired
and had the additional benefit of customizing the logic software, if desired.
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Figure 2-2: Auto-DR 2004 Sequence of Communication



The simplicity of the Internet relay architecture made it possible for many sites to
participate in the 2004 Auto-DR tests that would not have been able to do so otherwise.
Support for the original Internet gateway architecture used in the 2003 tests was
continued in the 2004 tests. Seven of the new participants in the 2004 tests opted to use
the more complex, yet more flexible Internet gateway architecture even though the
Internet relay method was available. Several of the new sites were control and software
companies experienced with software development (Echelon, Cisco, OSIsoft). Six of the
new participants used the Internet relay.

The 2004 Auto-DR tests were conducted with the two options mentioned above. The
procedures to follow for each option are described below.

Steps necessary for site facility staff to install an Internet gateway:

1) Determine if a compatible Internet gateway is available for the EMCS(s) in the
facility of interest.

2) If available, contact an EMCS system vendor or integrator to purchase and/or
configure the gateway.

3) Connect device to Internet with an RJ-45 Ethernet plug and assign a public static
IP address to the device.

4) Hook up wires between the Internet gateway and the EMCS network bus.

5) Map the desired EMCS points into the gateways so as to allow control from the
Internet.

6) Write and deploy price client and logic software.

Steps necessary for site facility staff to install an Internet relay:

1) Connect device to Internet with an RJ-45 Ethernet plug and assign a public static
IP address to the device.

2) Hooks up wires between the Internet relay and two digital inputs on the EMCS.

3) Configures the EMCS to shed loads when Internet relay contact(s) close per the
Table 2-1. The control strategy for Level 1 and Level 2 for each site is listed
below in Table 3-4. Six contacts on each Internet relay allow up to 64 discrete
shed levels to be sent, if desired (2°=64).

Table 2-1 Internet Relay Contact Closure Mapping for Demand Response

Contact #1 State | Contact #2 State | Shed Level | Fictional Price
OFF OFF Normal $ 0.10/kWh
ON OFF Level 1 $ 0.30/kWh
ON ON Level 2 $ 0.75/kWh

The Auto-DR systems using the Internet gateways and those using Internet relays were
both successful in conducting Auto-DR tests. The systems with Internet gateways tend to
be more powerful and flexible due to their ability to enable two-way translation between
EMCS and Internet protocols as well as other additional features such as data trending
and logging. Systems with Internet relays, which are simpler, tend to be easier to
integrate into existing buildings and easier for most building operators to understand.
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LBNL Price Scheduler

LBNL price scheduler, a Web-based user interface for the price server, was developed by
Infotility to schedule the test, observe server/client communications in real-time and
create a historical log. To schedule the test LBNL personnel log into the site to setup the
time and fictitious electric prices for an event. The electric prices are published to the
price clients 15 minutes prior to the initial time of the price change. During and after the
event LBNL is able to observe the two-way server/client communication log to ensure
that the new price signals are received. Figure 2-3 shows a screenshot from the user
interface showing the communication log. The log displays Channel ID, Channel
description, User ID, User name, When requested by user, Time stamp, Price sent by
server, Price returned by user, and When returned by user. The key feature of this tool is
the return log from the user. The price server not only publishes price data, but also
confirms which user could successfully receive the price signal. Both Internet gateway
and Internet relay can return an acknowledgement response back to the price server. This
acknowledgement is important for our evaluation of the communication system to verify
receipt of information from each site.
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Figure 2-3: Screenshot from Infotility Web Price Tool
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2.4. Evaluation Techniques

Baseline Model

LBNL subtracted the actual metered electric consumption from the baseline consumption
to derive the demand savings for each 15-minute period. The baseline consumption is an
estimate of how much electricity would have been used without the demand shedding. In
the 2003 test we developed the whole-building method and the component-level method
to estimate baseline electricity consumption, and concluded that whole-building method
provides reasonable estimates. Although the component-level method can be more
accurate depending on the shed component and available measurement, it is time-
consuming, requires additional measurements, and the methodologies may vary site by
site.

Previous research recommended a weather sensitive baseline model with adjustments for
morning load variations (KEMA-XENERGY, 2003). We used an outside air temperature
regression model with a scalar adjustment for the morning load. First, a whole building
power baseline is estimated using a regression model that assumes whole building power
is linearly correlated with outside air temperature (OAT). The OAT data were obtained
from either an on-site weather station from the EMCS or EIS, or local weather stations
from NOAA (National Oceanic & Atmospheric Administration). Input data are 15-
minute interval whole building electric demand and 15-minute interval or hourly OAT.
The model is computed as;

Li=ai+DbiTi
where Li is the predicted 15-minute interval electric demand of time i from the previous
non-controlled working days. Depending on frequency of available weather data, Ti is
the hourly or 15-minute interval OAT of time i. ai and bi are estimated parameters
generated from a linear regression of the input data of time i. Individual regression
equations are developed for each 15-minute interval, resulting in 96 regressions for the
entire day (24 hours/day, with four 15-minute periods per hour. i is from 0:00 to 23:45).
To develop the baseline electric loads for the demand sheds we selected 10 “non-shed”

days. These 10 baseline days were non-weekend, non-holiday Monday through Friday
workdays.

Secondly, the morning power load is used to adjust the regression model. The regression
model is multiplied by average ratio between actual demand and the predicted demand
from 9:00 am to noon. The adjusted load is computed as;

L’i=PLi
P = Average (Mi / Li)
where Li is the adjusted load of time i, P is the calibration ratio, and Mi is the actual
demand of time i. The hours from 9:00 am to 11:45 am are used to calculate P. Figure
2-4 shows an example of the whole-building baseline time-series chart on the September
8th test for theGSA Oakland Federal Building. The chart shows whole building power

for the shed (the lower curve) and the whole-building baseline power predicted if the
shed had not occurred. The vertical line at each baseline power data point is the standard
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error of the regression estimate. The vertical lines at each hour from 1 pm to 4 pm
identify the time the the price signal was increased to trigger the demand shed.
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Figure 2-4: Whole-Building Baseline Time-Series Chart Example

In the development of the baseline model we considered an OAT regression model
without a morning load shape adjustment and an average model with a morning load
shape adjustment. Based on the analysis of multiple baselines using the 2004 Auto-DR
test data, the OAT regression model with adjustment generally provided a better estimate
than the model without the morning load shape adjustment. If the OAT is low in one
morning and becomes higher in the afternoon, the model estimate of hourly demand is
likely to be lower than actual.

The demand savings estimates are based on the baseline models described above. This
estimation method may yield a negative demand savings if the baseline model predicts a
baseline that is lower than the actual demand during a given 15-minute of hourly period.
Negative savings are often seen after a shed period as part of a “rebound” or recovery
peak in which the HVAC or cooling systems may try to bring the thermal zones back to
normal conditions. This issue is further described below in Section 4.4.

The evaluation included deriving the electric load shed power reduction at each site,
along with the reduction in whole-building power by percentage and the demand intensity
(W/ft}). The load shed power is calculated by subtracting the actual whole building
power from its baseline demand. The load shed percentage savings is defined as the
percentage of savings in whole building power. The demand-shed intensity (W/ft?) is the
load shed power (W) normalized by the building’s conditioned floor area (square
footage).

Milestones for Success

The evaluation also includes a detailed review of problems that may occur in the control
and communication systems. The “system” from the price server to the end-use control
strategy has the six milestones defined below:

= Readiness: The system was configured and ready to be tested by the research team.
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Approval: Organizational approval to perform demand responsive load control was
granted.

Price Client/Price Server Communication: The price client successfully obtained
the correct electricity prices from the price server (Figure 2-2 between (2) and ().

Failures to pass this milestone were generally caused by the following faulty
condition. The price server would sometimes get overloaded with requests from
clients. When this condition occurred, it would send out faulty messages that contain
no price values (also known as “null values”). When some price clients received null
values, they failed to handle the error gracefully. This faulty condition caused
communication between the client and the server to fail. The software for some other
price clients was written so as to be more robust. These price clients ignored null
values and other faults and continued to operate normally until valid data was
restored.

Internet Gateway/Internet Relay Communication: The communication was
successful between the computer containing the price client and associated logic
software and the Internet gateway or Internet relay located at each site (Figure 2-2
between (3 and (4)).  Failures to pass this milestone were generally caused by 1)
blockages of the Internet-based command signals due to firewalls, disconnection or
network reconfiguration or 2) failures in the Internet gateway or Internet relay devices
themselves.

Control of Equipment: Target equipment was controlled as planned. Target
equipment included HVAC equipment, lighting and other equipment that generate
electric loads. Failures to pass this milestone were generally caused by HVAC
equipment not responding to command signals over the EMCS network. An example
of this type of failure occurred when an HVAC EMCS controller had been placed in
manual operation (as opposed to automatic operation). In this case, control signals
coming over the EMCS network were ignored.

Effectiveness: To pass this milestone, the planned shed strategy must have been
proven to effectively reduce electric demand. Effectiveness was tested by comparing
the average power (kW) shed during the test to the average standard error of the
regression model. The shed strategy was considered effective if in one or more hours
of the three-hour test, the average power savings was larger than the hourly average
of the standard error in the baseline model.
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3. Auto-DR Systems Characterization and Measurement

3.1. Site Profiles

This section describes the 18 sites that participated in the Auto-DR tests during 2004.
Table 3-1 lists the site name, location, type, and size of the five sites that participated in
both the 2003 and the 2004 Retest. The peak electric demand from September 2004 is
also shown for reference. The buildings include two office buildings, a supermarket, a
library, a cafeteria, and an auditorium. The supermarket and the governmental office
were standalone sites, though connected to multi-building remote monitoring and control
systems from the large owners that managed dozens of geographically distributed sites.
The other three sites were part of multi-building campuses. All the five sites were
innovative sites that received advanced technology from the state during the 2001-2002
electricity crisis in California.

Table 3-1: Summary of Retest Sites

. . - # of Floor Space Peak Load
Site Name Short Name Location Building Use

! ! urems Bldg| Total |Conditioned| kW (Sept)
Albertsons, Fruitville JAlbertsons |Oakland Supermarket 1 50,000 50,000 450
Bank of America Bof A Concord Bank Office 1| 200,000 176,000 1,120
Concord Data Center
GSA Ronald V.
Dellums Oakland OFB Oakland Federal Office 1| 1,105,000 978,000 4,100
Federal Building
Roche Palo Alto Roche Palo Alto Cafeteria 3| 192,000 192,000 750

Auditorium

UC Santa Barbara 1, gp Santa Barbara |Library 1| 289,000] 289,000 1,090
Davidson Library
Total 7| 1,836,000 1,685,000 7,510

* Only 1 of 4 buildings of B of A participated in the retest.

Table 3-2 lists the characteristics of the sites that participated in the two 2004 Scaled-up
test. Over 10 million ft* of floor area was recruited for the 2004 tests that cover 18
individual sites and include 36 buildings. All but two of the Auto-DR test sites were in
California. The Canadian and Wisconsin sites participated to better understand the XML
technology. Although most of the sites were in California, some of the price clients and
technology development sites were outside of California. Figure 3-1 shows the
geographic location of the pilot sites along with the Web-based price clients, price server,
and development sites. The largest site is Cisco, which consists of over 4 million ft* and
24 buildings. Most of the new sites were office buildings. Additional buildings include
research laboratories and high technology buildings, one industrial facility that produces
various commercial products from paper waste, a federal archive building, and a USPS
mail distribution center.

Two sites were outside of California: Kadant in Green Bay, Wisconsin and CANMET
research Center in Ottawa Canada. These sites participated to learn more about the
communications technology. Because of the time zone difference for the site outside of
California, the electric demand savings from these sites are not relevant or report in the
analysis below. These sites were in e operations during the California peak periods.
However, the evaluation of the communications is included. A third site, Monterey, is
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also only reported with respect to the evaluation of the communication connectivity and
not the demand savings because the whole-building power data were not available at this

building.

Table 3-2: Summary of Scaled-Up Sites

. . - # of Floor Space Peak Load
Site Name Short Name Location Building Use
! uiding Bldg| Total |Conditioned) kW (Sept)
300 Capitol Mall 300 CMall |Sacramento Office 1| 426,000 383,000 1,580
Albertsons, Fruitville JAlbertsons |Oakland Supermarket 1 50,000 50,000 450
Bank of America BofA Concord Bank office 3| 616,000 708,000 5,380
Concord Data Center
Joe Serna Jr. CaVEPA o\ pp ) Igacramento  [Office 1| 950,000] 950,000 1,990
Headquarters Building
CANMET Energy
Technology Centre  |CETC Varennes Rescarch 1| 45,000 18,000 240
(Quebec, Can) |Facility
- Varennes
. . San Jose Office
Cisco Systems Cisco Milpitas Tech Lab 24| 4,466,000] 4,466,000 27,860
Contra Costa County 5 1y jas [ Martinez Office 1| 90,000 90,000 500
50 Douglas
Contra Costa County |, o Cor [Martinez Office 1| 131,000] 131,000 500
Summit Center
Echelon San Jose Echelon  |San Jose Office 1| 75,000 75,000 410
Headquarter
GSA Phillip Burton
San Francisco 450 GG San Francisco |Federal Office 1] 1,424,000 1,424,000 2,130
Federal Building
GSA National
Archives & Records NARA San Bruno Archive Storage 1 238,000 202,000 280
Administration
GSA Ronald V.
Dellums Oakland OFB Oakland Federal Office 1] 1,105,000 978,000 4,100
Federal Building
Kadant Grantek Kadant Green Bay (WI) |[Material Process 1 100,000 0 1,440
z[e(:;grey Commerce Monterey |Monterey Commercial 11 170,000* 170,000%* N/A
OSIsoft OSlIsoft San Leandro Office 1 60,000 60,000 300
Roche Palo Alto Roche Palo Alto Cafeteria 3| 192,000 192,000 750
Auditorium
UC Santa Barbara UCSB Santa Barbara  |Library 1| 289,000 289,000 1,090
Davidson Library
US Postal Service, Distribution
San Jose Process & USPS San Jose 1 390,000 390,000 1,630
e e Center

Distribution Center
Total 36|10,647,000] 10,406,000 50,630

* Monterey is not included in the total, because this site was used only for communication test.
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Figure 3-1: Geographic Location of Pilot Sites and Related System Sites

3.2. Auto-DR System Architecture

There are numerous examples of communication and control systems used in the test.
See the previous report for a detailed discussion of sample systems (Piette et al, 2005).
Some Auto-DR facilities hosted the polling client software on-site and others associated
with geographically dispersed buildings hosted it at remote co-location sites. The
geographic location of the computer that hosts the polling client is less important than the
type of environment where it is hosted. Professional co-location hosting services or “co-
los” offer highly secure environments for hosting computers and servers.

Table 3-3 summarizes the communication systems of each participant site. Nine sites
used their own Internet gateway and created their own custom price polling client and
logic software. Four sites used their own Internet relay and created their own custom
price polling client and logic software. Five sites used an Internet relay provided by
LBNL (ADAMG6060) and allowed it to be controlled remotely by Infotility’s price polling
client and logic software.
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Table 3-3: Summary of Site ADR2 Communication

. . . . Price Client Price Client
Site Gateway/ Relay| Device Price Client Host Host Location Hosted at Co-Lo
300 CapMall Relay ADAMG6060 Infotility Fremont, CA Yes
Albertsons Relay EPIM Engage Tampa, FL Yes
B of A Relay ADAMG6060 Infotility Fremont, CA Yes
Cal EPA Relay ADAM6060 Infotility Fremont, CA Yes
CETC Gateway Delta CETC Canada No
Cisco Gateway Web CTRL CISCO San Jose, CA No
50 Douglas Relay ADAM6060 Infotility Fremont, CA Yes
Summit Ctr Relay ADAMO6060 Infotility Fremont, CA Yes
Echelon Gateway 1.LON Kenmark San Francisco, CA No
GSA 450GG Gateway Web CTRL | GSA (GEMnet) San Francisco, CA No
GSA NARA Gateway Web CTRL | GSA (GEMnet) San Francisco, CA No
GSA OFB Relay Alerton GSA (GEMnet) San Francisco, CA No
Kadent Gateway eMinor WPS Energy Green Bay, WI No
Monterey Gateway iLON Kenmark San Francisco, CA No
OSlIsoft Gateway Tridium OSIsoft Oakland, CA No
Roche Gateway Tridium Infotility/Yamas Palo Alto, CA No
UCSB Relay Itron Santa Barbara, CA No
USPS Relay Enflex Chevron/Viron Kansas City, KS No

A few other system characteristics are important to mention. At both B of A and Cal
EPA, new Internet connections were installed to ensure that the Internet Relay
communications were separated from company’s network to avoid network security risk.
The other sites used existing Internet connections for the tests.

3.3. DR Shed Strategies

Since every facility is unique, so is each shed strategy. The sites were asked to develop
two levels of shedding, one for $0.30/kWh, and a second for the $0.75/kWh signal. Table
3-4 shows the shed strategies for each site. Most of the sites pre-programmed their
controls to reduce HVAC systems electric demand, while some focused on lighting.
Several sites also worked with miscellaneous loads. The site operations staff developed
the load-shed strategies on their own. LBNL documented the shed strategy and was
available for discussion of technical issues if the site desired. Further discussion of these
strategies is provided later in Section 5.1.
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Table 3-4: Summary of each Site's Shed Strategy

Site Name $0.30/kWh $0.75/kWh
300 CMall Chilled water temp 44 °F - 47 °F Chilled water temp = 55 °F
Annex building modify monitored average | Annex building avg. zone temp down 3 °F
zone temp down by 1.5 °F
Supply fan VFD* lock
Fountain pump off
Loading deck fan off
Lobby lights off
Albertsons Overhead light 35% off Anti-sweat door heater night-mode
Bof A Supply air temp reset 55 °F 2> 59 °F Supply air temp reset > 59 °F
Duct static pressure 2.2 IWC 2 1.8 IWC Duct static pressure > 1.4 IWC
Cal EPA Duct static pressure 1.0 IWC = 0.5 IWC Turn off light where daylight is available
CETC Unload chiller and cool with ice storage
Two air handling units off
Electric humidifier off
Cisco VAV zone setup 2 °F
Computer Room AH setup 2 °F
Boiler pump off & stairwell fan-coils off
Sweep lighting where daylight is available.
Stairwell, lobby, hallway lights off
50 Douglas Global zone setup 76 °F > 78 °F Global zone setup 2> 80 °F
Summit Ctr | Global zone setup 76 °F = 78 °F Global zone setup = 80 °F
Echelon Zone set point increase 2 of 3 Rooftop units off
Dim office lighting Lobby, common area light off
Hallway light 33~50% off
450 GG Global zone setup 72 °F > 74 °F Global zone setup > 78 °F
Global zone setback 70 °F > 68 °F *** Global zone setback 2 66 °F
NARA Global zone setup 75 °F > 76 °F Global zone setup > 78 °F
Global zone setback 70 °F > 68 °F Global zone setback > 66 °F
OFB Global zone setup 72 °F = 76 °F Global zone setup = 78 °F
Global zone setback 70 °F = 68 °F Global zone setback = 66 °F
Kadant Transfer pump off
Monterey Lobby lights 33% off
OSIsoft Global zone setup 72 °F = 76 °F Global zone setup = 78 °F
Global zone setback 72 °F =2 76 °F Global zone setback 72 °F = 76 °F
Roche Building-A2 supply fans off (50%) Building-FS supply fans off (50%)
Building-SS supply fans off (50%)
UCSB Supply fan VFD 70% limit Supply fan VFD 60% limit
Economizer 100% open Duct static pressure reset 0.4 IWC (partial)
Heating/cooling valve close
USPS Chiller demand 75% limit Chiller demand 50% limit

* VFD: Variable Frequency Drive, IWC = Inch Water Column

** Strategies chosen for $0.30/kWh level are continued in $0.75/kWh level (except for deeper increase or
decrease of parameter set point chosen in $0.30/kWh level).

*** Zone temperature setup strategies produce reductions in cooling loads, at some sites the programming
included setback strategies ensure that heating systems do not come on during zone setup events.

3.4. Site Measurement
Measurement techniques were developed to evaluate each 15-minute increment of the

three-hour electric shed event. All the participant sites are required to have at least 15-
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minute interval whole building power data. HVAC, control, communications, energy,
and other building time series data are also collected to evaluate successfulness of the
shed strategies. The following methods are used to collect the data.

Web-Based Energy Information System (EIS) — A Web-based EIS is a system to
collect and archive energy and related data viewable via an Internet-based Web browser
(Motegi et al, 2003). The data can usually be accessed in near real-time. The primary
purpose of an EIS is to understand a building’s energy usage characteristics and to
improve energy management. Some EIS provide Web-based remote control capability if
network communication between the EMCS and the Internet are already established. EIS
software and XML client software can reside in the same server. Some sites have non-
Web-based EIS, which tend to be data collection systems that use phone lines or other
non-Internet based networked monitoring systems.

Energy Management and Control System (EMCS) — An EMCS is used to collect
detailed HVAC trend logs. In some cases whole building and end-use power data were
also collected through the EMCS. Trend logs were either emailed to LBNL, or LBNL
visited the sites after the test to manually download the trend logs.

Sub-meter — Sub-metering was installed in a few cases where the EIS or EMCS trends
were not available or insufficient for the analysis. LBNL or contractor staff visited the
sites after the test to download the data.

While all of the sites had some form of EIS in the 2003 test, we selected a wider variety
of facilities for the 2004 test. Table 3-5 shows types of measurements for each site.
Within the 18 participant sites, 13 sites have some form of EIS including 11 sites with an
EIS that is independent from the EMCS, and 5 sites with EIS connected to EMCS. 2
sites, 300 Capitol Mall and Roche, have an EIS that is not Web-based. 4 sites have only
EMCS data collection. For the sites where there was no Web-based data archive, we
asked the participants to email us the trend data after the test. For the 4 sites where EIS
or EMCS data trends were insufficient, we installed sub-meter at critical components.
For 6 of the sites, we used PG&E’s InterAct’® as the data collection tool for whole
building power. At Albertsons and Kadant, a single EIS was used for data collection and
analysis. These sites were relatively easy to evaluate because their strategies were simple
and involved non-HVAC, or non-weather dependent systems. At the other 16 sites,
significant re-configuration of the EMCS or EIS trending was required. B of A, Cisco,
and Echelon have Web-based EMCS functionality though they don’t have a classic EIS
with electric data archived over the Web. Their EMCS trends were configured and the
data were retrieved by email. The site engineers (either onsite or offsite) downloaded the
data and emailed it to LBNL. Summaries of the measurement points for each site are
listed in Appendix B.

3 EIS provided by PG&E and powered by Itron to archive/visualize 15-minutes electric interval meter data
for each account. PG&E customers who have over 200 kW can access the data via a Web browser.
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Table 3-5: Summary of Site Measurement

Web-based EIS [ Web-based EIS
Site Non-Web EIS| independent connected to | EMCS Trend | Submeter
from EMCS EMCS
300 CMall v v
Albertsons v
B of A V' v v
Cal EPA v
CETC v
Cisco v
50 Douglas v'* v v
Summit Ctr v v v
Echelon v
450 GG V' v
NARA V' v
OFB V' v
Kadant v
Monterey v
OSlsoft v v
Roche v v
UCSB v v
USPS v v
* InterAct

Outside air temperature (OAT) data for each site were retrieved from either the EMCS
trends or from the local on-line NOAA (National Oceanic & Atmospheric
Administration) weather data archive. One issue with EMCS trends is that they are often
poorly calibrated unless the sensors have been carefully commissioned. The NOAA data
can also be problematic in that the data source is usually the local airport, which is not
always close to the site. Especially in Bay Area, the local climate varies significantly
even within a city. Another issue is that the NOAA archive often has missing data.
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4. Results

The Retest events occurred on September 8" and 21%. The Scaled-up test events
occurred on October 13™ and November 5. All 18 sites successfully participated in at
least one test. There was no test where all of the sites worked as planned. This section
outlines the results of the tests, beginning with a review of the communications, and
ending with a review of the electric demand shedding.

4.1. Retest Results

This section summarizes the results of the Retest (September 8" and 21%). The two-week
Retest period began on September 8" and ended on September 21¥. The maximum
temperatures in Oakland on these two days were 90 °F and 79 °F respectively. The
demand savings are presented along with the shed power for each hour (kW), shed
percentage of whole-building load, and shed demand intensity (W/ft?). Shed electric
power reduction is calculated by subtracting the actual whole building power from its
baseline demand. Shed percentage is defined as the percentage of savings in whole
building power. Shed demand shed intensity is defined as the shed power normalized by
the building conditioned floor area. Figure 4-1 and Figure 4-2 show the shape of
electricity price signal of the two 3-hour tests.
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It is difficult to know if the shape had a significant influence on the savings because of
variations in weather and other factors that influence the demand savings. The
September 21% shape does bring on the 2™ level of shedding before the first level and
may result in lower savings from rebound type operations.

Response Results

Table 4-1 and Table 4-2 summarize the results of the Retests. The tables show the
success or failure in passing each milestone of the project described in Section 2.4. On
September 8" test all the sites were ready and succeeded in the first test except Roche.
Albertsons executed their anti-sweat door heater shed strategy, but the anti-sweat heater
was already low-mode due to low humidity for both tests.

Table 4-1: Response Results of Sept. 8"

Server/Client Gateway/Relay | Control of

Site Name ||Readiness | Approval S Lo .
PP Communication | Communication | Equipment

Effectiveness

Albertsons
B of A
OFB

Roche | H
UCSB
[ Tsucceeded M railed [_INot Applicable

On the September 21% test, UCSB failed because of a communication failure between the
relay and the EMCS. The polling client successfully requested and returned the signal to
the price server, but communication between the polling client and the gateway was
blocked by network security reconfiguration between the tests. B of A did not show any
identifiable shed because of complications with the shed strategy itself, which are
discussed in Appendix D. Although OFB shed an average of 170 kW (7%) of the load,
the “Effectiveness” “failed” because the standard error was large due to several irregular
load shape days within the previous 10 days.

Table 4-2: Response Results of Sept. 21*

Site Name | Readiness | Approval Server/(?lleht Gateway_/ReI.ay Coqtrolof Effectiveness
Communication | Communication | Equipment
Albertsons
B of A
OFB *1
Roche *2
UCSB

*1: Standard error was too large due to several irregular load shape.
*2: Shed control partially didn't work.

[ Tsucceeded M Failed [ INot Applicable
Demand Shed Results, September g™

Figure 4-3 shows the aggregated electric load shape of all sites during the first Retest on
September 8. The power reduction on September 8" reached a maximum of 1453 kW
during the maximum 15-minute period in the second hour of the shed. The maximum
savings was 24% of the estimated baseline power of 6047 kW. The breakdown of the
saving was 1080 kW savings from OFB, 48 kW from Albertsons, 104 kW from B of A,
and 274 kW from UCSB. The average power saving during that middle hour was lower
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at 1416 kW, with an average of 650 kW and 926 kW during the 1** and 3™ hours of the 3-
hour test. The outside temperatures reached 90 °F in Oakland on this test day, which
was over 25 °F warmer than the 2003 tests, achieving the objective of conducting a

Retest during warm weather. Further details on the weather sensitivity of shedding are
discussed in Section 5.2.
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Figure 4-3: Aggregated Demand Savings, Sept. 8"

The following figures show the average power reductions from the test for each of the
three hours. Figure 4-4 shows demand shed in absolute power (kW). Figure 4-5 shows
the demand shed intensity (W/ft%), and Figure 4-6 shows the demand shed in terms of the
reduction in whole-building power (percentages). Minimum and maximum 15-minute
average savings are shown for each hour. Because of demand shed rebounds and

variable baselines, there were negatives savings in some of the 15-minute periods (such
as UCSB during 3™ hour).
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Figure 4-5: Average Power Saving Intensity by Shed Hour, Sept. 8"

It is remarkable that the power reduction reached nearly 1 W/ft* for three of the five sites
during the September 8 test. These demand intensities suggested significant demand
reduction potential in commercial facilities during warm weather. No complaints were
registered in the post-event surveys even with these large reductions in whole-building
power.

60%

Hourly Average
0 +—
50% Max/Min of 15-Minute
Average in One Hour

40%

g
[
jo)]
8
c
[T
o
S 30% - -
o
g
0,

g 20%
2 | ]
5 10% I T
3
: 1 1
o 0% ; ; ; — T
E 0 < o 2 ol 5
2 3 3 ) 8 o S

-10% A 2 @ & 5

S
<<
-20%

[O1st Hr. = $0.30/kWh @2nd Hr. = $0.75/kWh O3rd Hr. = $0.30/kWh|

Figure 4-6: Average Power Saving Whole Building % by Shed Hour, Sept. 8"

Figure 4-6 shows that the buildings reduced 5 to 30% of whole building power, with
average power reduction of 11%, 24%, and 16% during the 3 hours of the test. Table 4-3
shows hourly average and maximum of the demand saving, tabular view of Figure 4-4
through Figure 4-6.

Table 4-3 summarizes hourly average and maximum savings achieved on September gt
test. The table shows Total saving kW (sum of individual site demand sheds), Total
whole-building power (WBP) % (percentage of sum of demand sheds in sum of baseline
power), Average WBP% (average of WBP% at each site), Total W/ft* (sum of demand
sheds divided by sum of square footages), and Average W/ft* (average of W/ft* at each
site).
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Table 4-3: Hourly Demand Saving, Sept. 8"

Average Max

Unit Site Name 1st Hr. = 2nd Hr.= 3rd Hr.= 1st Hr. = 2nd Hr.= 3rd Hr. =
$0.30/kWh $0.75/kWh $0.30/kWh | $0.30/kWh $0.75/kWh $0.30/kWh
Albertsons 44 44 26 67 48 31
. Bof A 54 51 96 110 104 141
Saving kW | pp 528 1058 847 975 1080 1043
UCSB 24 263 -44 62 274 46
Total: L(AP) 650 1416 926 1068 1453 1049
Albertsons 10% 10% 6% 16% 11% 7%
Bof A 5% 5% 9% 10% 10% 12%
WBP% 1orB 15% 29% 24% 28% 30% 29%
UCSB 3% 30% -5% 7% 31% 5%
Total: L(AP)/Z(BP) 1% 24% 6% 8% 24% 18%
Average: L(AP/BP)/N 8% 9% 9% 5% 20% 3%
Albertsons 0.88 0.87 0.53 T33 0.7 0.02
BofA 0.30 0.29 0.54 0.62 0.59 0.80
Wisqft  16pp 0.54 1.08 0.87 1.00 1.10 1.07
UCSB 0.08 0.91 -0.15 022 0.95 0.16
Total: T(AP)/Z(A) 0.44 0.95 0.62 0.72 0.97 0.70
Average: Z(AP/A)/N 0.45 0.79 0.45 0.79 0.90 0.66

P =Power BP = Baseline Power AP=BP-P
N =# of site A = square footage (ft2)

Figure 4-7 shows the whole building power and baseline model of September 8" test for
each site. The left scale shows whole building power (kW) and right scale shows whole
building power intensity (W/ft). The right scale is identical at each site with a maximum
of 10 W/ft* to allow comparisons of the demand intensity.
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Figure 4-7: Whole Building Power and OAT Regression Model of Retest, Sept. 8"
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Demand Shed Results, September 21

Figure 4-8 shows the aggregated electric load shape of all five sites for the second Retest
event on September 21%. Table 4-4 shows the demand savings from each site. During
this test we programmed the price signal to rise from $0.10/kWh to $0.75/kWh without
the $0.30/kWh period to see how quickly the system can provide maximum shed from
normal operation. This may have reduced the size of the sheds. Another factor that
caused the lower demand shed was that the weather was cooler on September 21%. The
OAT reached a maximum of 79 °F in Oakland, 11 °F cooler than Sept 8. The maximum
aggregated shed demand was 411 kW. These savings were 9% of whole building power
and 0.29 W/ft’.

Another finding during the second retest is that the Albertson’s anti-sweat door heater
strategy didn’t shed load because the anti-sweat door heater was already off. B of A’s
whole building power didn’t show identifiable saving, as further described in Appendix
D. Roche successfully shed load but encountered one difficulty in the strategy at one of
the buildings (on $0.75/kWh level) where the shed control was accidentally left
disconnected in the controls. OFB responded to the $0.75/kWh signal and increased its
zone temperature set point. However, clear differences between $0.75/kWh and
$0.30/kWh operation could not be identified. Further details are described in Appendix
B.
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Figure 4-8: Aggregated Demand Savings, Sept. 21*

Table 4-4 summarizes hourly average and maximum of the demand saving.

27



Table 4-4: Hourly Demand Saving, Sept. 21*

Average Max

Unit Site Name 1st Hr. = 2nd Hr.= 3rd Hr.= 1st Hr. = 2nd Hr.= 3rd Hr. =
$0.30/kWh $0.75/kWh $0.30/kWh | $0.30/kWh $0.75/kWh $0.30/kWh
Albertsons 39 47 53 46 52 59
. B of A 34 -40 6 67 0 89
Saving kW | ¢ 172 150 190 221 162 221
Roche 99 108 94 108 120 101
Total: X(AP) 275 264 342 404 284 411
Albertsons 11% 13% 14% 12% 15% 16%
., |BofA -4% -4% 1% 7% 0% 10%
WBP% | OFB 7% 6% 8% 9% 7% 9%
Roche 14% 17% 16% 15% 19% 17%
Total: (AP)/=(BP) 6% 6% 8% 9% 7% 9%
Average: X(AP/BP)/N 7% 8% 10% 11% 10% 13%
Albertsons 0.78 0.93 1.06 0.92 1.03 1.17
Wisqft B of A -0.20 -0.23 0.03 0.38 0.00 0.51
OFB 0.18 0.15 0.19 0.23 0.17 0.23
Roche 0.51 0.56 0.49 0.56 0.63 0.52
Total: Z(AP)/Z(A) 0.20 0.19 0.25 0.29 0.20 0.29
Average: X(AP/A)/N 0.32 0.35 0.44 0.52 0.46 0.61

P = Power BP = Baseline Power AP=BP-P
N =# of site A = square footage (ft2)

Operational Findings

This section provides some limited comments on the performance of the DR shed
strategies. Additional details will be provided in a forthcoming report examining the DR
shed strategies and the detailed HVAC and control data. Four of the five Retest sites
employed HVAC shed control strategies. B of A is described in detail in the case study
because of the challenges in working with the non-Direct Digital Control (DDC) systems
(Appendix D).

One problem with some HVAC shed strategies is they may cause a “rebound peak™ when
the HVAC system returns to normal operation following a DR event. During this time
the HVAC equipment may be more fully loaded than normal to recover from the shed
conditions. In some cases this will not be a problem if the shed event ends during a time
when evening occupancy schedules begin and the demands are lower than later afternoon
peak demands. At the Oakland Federal Building (OFB) the controls programmer
implemented a slow fan recovery strategy to mitigate the rebound peak. When the OFB
building comes out of the shed from the global zone temperature setup, the supply fan
variable frequency drive (VFD) speed is locked with a gradual diminishing of the VFD
speed lock out limit for two hours. The term “global setup” refers to common control of
all the thermal zones in a building.

On September 21*, OFB’s slow recovery strategy succeeded in reducing and minimizing
the demand rebound peak. A side effect of the strategy is that the VAV boxes went to
100% open due to the locked fan VFD, and caused a reduction of duct static pressure,
which was observed in the EMCS pressure trend data. This condition likely caused
reduced airflow to several VAV boxes and may have resulted in a temporary service
reduction across the floors.
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UCSB implemented both fan and cooling plant shed during the September 8th test and all
the strategies worked as planned. Since the cooling power shed was more aggressive
than the fan shed, approximately 85% of total shed kW was generated by cooling power
shed. There was a high rebound spike right after the $0.75/kWh-level when the cooling
valve opened. During both the September 8" and 21% tests, EMCS trend logs showed
that changes zone temperatures over the sites were less than 4 °F. On September 8th, an
interesting trend was identified at UCSB. The HVAC cold deck temperature increased
from 58 °F to 71 °F on average, and to a maximum of 79 °F due to closing the cooling
valve. However, the zone temperature increased only by 2 °F from 70 °F to 72 °F on
average, and 74 °F at maximum. The thermal mass of the building probably slowed down
the zone temperature increase. There were no complaints reported during these days.
These findings are shown in Figure 4-9.
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Figure 4-9: UCSB Cold Deck and Zone Temperature

On September 21st at OFB during the global zone temperature set up, the return air
temperature increased only about 1 °F. The return temperature is a good measure of the
average zone temperature because it is mixed return air from each zone. Temperatures in
most zones did not show a significant increase, except several zones on the 16™ floor
increased zone temperature 3 to 4 °F (up to 76 °F). One of the three zones of Roche
increased zone temperature by 2 °F (up to 74 °F), and the other zones stayed within 1 °F
of the pre-shed EMCS trend. According to the measured data at Roche, the carbon
dioxide concentration increased from 440 ppm®* to 490 ppm, which is low for office
occupancy.

¢ ppm = parts per million.
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4.2. Scaled-Up Test

This section summarizes the results of the Scaled-up test. The two-week period began on
October 11™. The event days were October 13™ and November 5™, The test period was
extended for an additional week because of unseasonably cool weather. The maximum
temperatures in Oakland on these two days were 86 °F and 62 °F respectively. The shape
of electricity price signal was the same as September 8" (Figure 4-1) for both days.

Response Results

Table 4-5 summarizes results of the communication response of the first Scaled-up test
on October 13™. A number of problems occurred during the October 13™ test. Fifteen
sites of the total 18 sites were ready for the test. Nine sites succeeded to successfully
implement the test. Of these nine, two sites (B of A and Cisco) had such small sheds the
baseline analysis found the results to be no effective. Examples of reasons that sites did
not participate are as follows. Cal EPA opted-out due to administrative issues. Kadant
failed due to an override, but would have had problems without the override due to a PLC
programming bug. UCSB’s communication problem had not been fixed since the last
test. CETC and OSIsoft were also not ready for the test. At 300 Capitol Mall, periodic
maintenance scheduled during the test interfered with the demand shed. The
maintenance engineers disabled the demand response control during middle of the test.
One issue of this test was that several polling clients received “null value” during the test.
This was caused because the price server was busy when many polling clients requested
the price, and some polling clients couldn’t retrieve the price on time. While most sites
ignored the null value, others had trouble with these null values. Cisco’s communication
handled the null values by resetting the operations back to normal conditions. However,
because Cisco’s polling client requested the price at one-minute intervals, Cisco’s control
went back to the shed mode as soon as it received a new price after the null value,
causing a flip-flop pattern. GSA’s computer hosting its price client crashed, possibly due
to an unexpected value for the price signal received from the price server. This client
crash resulted in failure of all 3 GSA sites during the October 13™ test.
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Table 4-5: Response Results of Oct. 13"

Server/Client Gateway/Relay | Control of
Communication | Communication | Equipment
300 CMall *1
Albertsons
B of A I
Cal EPA
CETC
CISCO I
50 Douglas
Summit Ctr
Echelon

450 GG
NARA
OFB

Site Name | Readiness| Approval Effectiveness

Kadant “
Monterey

OSlsoft I

Roche *4

UCsB H
USPS

*1: Unexpected chiller maintenance disabled the shed control during the test.
*2: Opt-out due to organizational approval issue.

*3: The site shed was overridden, PLC programming problem uncovered.
*4: Operator disabled the shed control right before end of shed period due to hot complaint.

[ TSucceeded M Failed_INot Applicable

Table 4-6 summarizes the performance of the automated communication systems during
the second Scaled-up test on November 5. In preparation for the November 5™ Scaled-
up Tests, all 18 sites had completed the communications systems development and all
were ready for the test. Thirteen of the 18 sites succeeded and 3 sites failed. San
Francisco’s 450 Golden Gate Federal building had trouble with the global temperature
reset strategy, resulting in an increase in fan power and the heating systems came on.
Kadant’s communications systems worked as expected, but opted-out at middle of the
test due to a busy production shift. UCSB’s communication problems remained. Since
the day was not particularly warm, most of the buildings had minimal cooling loads.
Quite small electric demand sheds were identified at 300 Capitol Mall, NARA, and
OSIsoft. At each of these sites the change of control states was confirmed demonstrating
successful automated DR. CETC in Canada also successfully changed its control settings
based on the Auto-DR systems, but no savings were identified because the test occurred
after the building was closed.
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Table 4-6: Response Results of Nov. 5™

Site Name | Readiness| Approval Server/(_:llem Gateway_/ReI.ay Coqtrol of Effectiveness
Communication | Communication | Equipment

300 CMall I

Albertsons
B of A

Cal EPA
CETC
CISCO

50 Douglas
Summit Ctr
Echelon
450 GG
NARA

OFB

Kadant *6

Monterey

OSlsoft

Roche
UCSB H
USPS

*5: Target equipment responded wrong way due to inherent configuration problem.
*6: Opt-out after 30 minutes due to operation priority.

[ TSucceeded I Failed I Not Applicable
Demand Shed Results, October 13*

Figure 4-10 shows the aggregated demand and demand savings of the first Scaled-up test
on October 13™. Cisco is not included on this graphic because the full set of baseline and
load shape data are not available®. Cisco is a 30 MW, 24 building site with 10 million 2,
and it would dwarf the other sites if included in these graphics. Since CETC and Kadant
are in different time zones, their demand-shed data are not relevant to this study.
However, as discussed, the communications systems performed as expected at those sites.
The Scaled up test results also exclude Monterey because it is also a “communications
only” tests site and the whole building power data were not available.

The maximum aggregated shed was 817 kW. These savings were 8% of whole building
power and 0.39 W/ft’.

* Cisco trended the electricity and EMCS data in 1-minute resolution. Due to its limited data storage
capacity, the data were only trended from late morning to late afternoon, and had to be downloaded daily.
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Figure 4-10: Aggregated Demand Savings, Oct. 13"

Figure 4-11 shows average power shed in absolute power from the October 13" test for
each of the three hours. Some of the sites achieved significant savings. USPS achieved
a maximum 333 kW of shed (23 % of WBP) or 0.85 W/ft” using their strategy of directly
limiting the demand on the chiller. Fifty Douglas achieved a greater maximum demand
savings of intensity of 1.34 W/t (31 % of WBP).
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Figure 4-11: Average Power Saving kW by Shed Hour, Oct. 13"

Table 4-7 shows the hourly average and the maximum of the demand saving for each
building. Cisco was eliminated from the table because their 1* hour data were not
available. Cisco achieved a maximum of 223 kW shed in the 2™ hour, and total demand
savings including Cisco was 817 kW.
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Table 4-7: Hourly Demand Saving, Oct. 13™

Average Max

Unit Site Name I1stHr.= 2nd Hr.= 3rd Hr.= I1stHr.= 2nd Hr.= 3rd Hr.=
$0.30/kWh $0.75/kWh $0.30/kWh | $0.30/kWh $0.75/kWh $0.30/kWh
300 CMall 74 109 143 82 154 232
Albertsons 20 19 25 23 26 30
B of A 17 -12 -103 66 50 -61
. 50 Douglas 66 102 47 93 120 60
Saving kW Iq, mamit Ctr 38 62 -16 54 68 3
Echelon 3 33 -8 21 47 42
Roche 39 102 53 63 123 74
USPS 205 272 83 333 321 219
Total: X(AP) 463 687 225 619 791 451
300 CMall 6% 9% 11% 7% 12% 18%
Albertsons 5% 5% 7% 7% 7% 8%
Bof A 0% 0% 2% 1% 1% -1%
WBP% 50 Douglas 18% 27% 12% 25% 31% 17%
Summit Ctr 10% 16% -4% 14% 17% -1%
Echelon 1% 11% 2% 7% 16% 14%
Roche 6% 16% 9% 9% 20% 12%
USPS 14% 19% 6% 23% 22% 15%
Total: X(AP)/X(BP) 5% 7% 2% 6% 8% 5%
Average: X(AP/BP)/N 8% 13% 5% 12% 16% 10%
300 CMall 0.19 0.28 0.37 0.21 0.40 0.61
Albertsons 0.39 0.39 0.49 0.46 0.51 0.61
Bof A 0.02 -0.02 -0.15 0.09 0.07 -0.09
Wisqft 50 Douglas 0.73 1.13 0.53 1.04 1.34 0.67
Summit Ctr 0.29 0.47 -0.12 0.41 0.52 -0.03
Echelon 0.04 0.44 -0.11 0.27 0.63 0.57
Roche 0.20 0.53 0.28 0.33 0.64 0.39
USPS 0.53 0.70 0.21 0.85 0.82 0.56
Total: X(AP)/X(A) 0.23 0.34 0.11 0.31 0.39 0.22
Average: X(AP/A)/N 0.30 0.49 0.19 0.46 0.62 0.41

P = Power BP = Baseline Power AP=BP-P
N =# of site A = square footage (ft2)

Demand Shed Results, November 5™

The November 5" test was the most successful in terms have having the largest number
of sites (17 sites) and greatest facility area participation (10 million ft*). Figure 4-12
shows the actual whole building power of all sites and aggregated demand savings of the
second Scaled-up test on November 5™ The maximum aggregated shed demand was
nearly 2 MW (1903 kW), as shown in Table 4-8. These savings were 5% of whole
building power and 0.19 W/ft*>. CETC and Kadant were excluded from demand savings
analysis because the sites were in a different time zone and the sheds occurred while they
were in early evening operating modes. Monterey was excluded because the shed was a
small lighting shed in a small building and whole-building meter were not available to
verify the savings.
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Figure 4-12: Aggregated Demand Savings, Nov. 5™

Figure 4-13 shows the average power shed for each of the three hours. Cisco achieved
the maximum demand shed of nearly 1 MW (990 kW). 450 Golden Gate resulted in
negative shed due to the control malfunction (described in Appendix B).
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Figure 4-13: Average Power Saving by Shed Hour, Nov. 5™

Figure 4-14 shows the average power saving intensity of each price signal period. Cal
EPA achieved a maximum 295 kW shed (17% of WBP). Echelon achieved a maximum
savings intensity of 1.8 W/ft* (56 % of WBP). Echelon also had a wide range of shed kW
because their rooftop unit shed was extreme (100% off). It required only a few minutes
to reduce the load to the maximum shed. Echelon had a negative shed during the third
hour of the test because of rebound peak when the rooftop unit turned back on.
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Figure 4-14: Average Power Saving Intensity by Shed Hour, Nov. 5™

Table 4-8 shows hourly average and maximum of the demand saving for each building.
Figure 4-15 and Figure 4-16 show the whole building power and baseline model of
November 5™ test for each site.
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Table 4-8: Hourly Demand Saving, Nov. 5™

Average Max
Unit Site Name IstHr.= 2ndHr.= 3rdHr.= IstHr.= 2nd Hr.= 3rd Hr.=
$0.30/kWh $0.75/kWh  $0.30/kWh | $0.30/kWh $0.75/kWh $0.30/kWh
300 CMall =21 -2 31 60 18 54
Albertsons 18 20 29 28 24 32
Bof A 174 186 117 230 224 172
Cal EPA 138 237 35 271 295 108
CISCO 771 822 674 990 913 815
50 Douglas 27 41 29 35 45 31
Saving KW Summit Ctr 50 70 31 63 87 41
Echelon 4 100 27 7 136 114
450 GG -162 -124 22 -111 -38 87
NARA -5 6 23 1 15 29
OFB 63 179 103 102 214 133
OSIsoft -4 3 -2 -1 12 10
Roche 88 96 77 124 136 83
USPS 18 132 74 33 196 111
Total: X(AP) 1160 1767 1270 1427 1903 1473
300 CMall -2% 0% 3% 6% 2% 5%
Albertsons 5% 6% 9% 9% 7% 10%
B of A 4% 4% 3% 5% 5% 4%
Cal EPA 8% 14% 2% 16% 17% 7%
CISCO 3% 3% 3% 4% 3% 3%
50 Douglas 12% 18% 13% 15% 19% 14%
WBP% Summit Ctr 15% 22% 11% 19% 27% 14%
Echelon 2% 42% 11% 3% 56% 48%
450 GG -10% -8% 2% -7% -3% 6%
NARA 2% 3% 19% 0% 8% 28%
OFB 3% 9% 5% 5% 10% 6%
OSlIsoft -2% 1% -1% -1% 6% 5%
Roche 14% 17% 15% 20% 22% 16%
USPS 2% 12% 7% 3% 17% 10%
Total: X(AP)/X(BP) 3% 4% 3% 4% 5% 4%
Average: X(AP/BP)/N 4% 10% 7% 7% 14% 13%
300 CMall -0.06 -0.01 0.08 0.16 0.05 0.14
Albertsons 0.36 0.41 0.58 0.57 0.47 0.63
B of A 0.25 0.26 0.16 0.32 0.32 0.24
Cal EPA 0.15 0.25 0.04 0.29 0.31 0.11
CISCO 0.18 0.19 0.16 0.23 0.22 0.19
50 Douglas 0.29 0.45 0.32 0.39 0.51 0.34
Wisqft Summit Ctr 0.38 0.54 0.24 0.48 0.67 0.32
Echelon 0.05 1.34 0.36 0.10 1.81 1.52
450 GG -0.11 -0.09 0.02 -0.08 -0.03 0.06
NARA -0.02 0.03 0.11 0.00 0.08 0.14
OFB 0.06 0.18 0.11 0.10 0.22 0.14
OSIsoft -0.07 0.05 -0.03 -0.02 0.20 0.16
Roche 0.46 0.50 0.40 0.65 0.71 0.43
USPS 0.05 0.34 0.19 0.08 0.50 0.29
Total: X(AP)/X(A) 0.12 0.18 0.13 0.14 0.19 0.15
Average: X(AP/A)/N 0.14 0.32 0.19 0.23 0.43 0.34
P = Power BP = Baseline Power AP=BP -P
N =# of site A = square footage (ft2)
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Figure 4-15: Whole Building Power and Baseline of Scaled-up Test, Nov. 5" (part 1)
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Figure 4-16: Whole Building Power and Baseline of Scaled-up Test, Nov. 5™ (part 2)
Operational Findings

On the October 13" test at Echelon, the $0.30/kWh-level shed had virtually no effect,
although the system worked as planned technically. In the second test at Echelon on
November Sth, the shed at the $0.30/kWh-level had a greater effect, due to human factors
described below. The effect at the $0.75/kWh-level was substantial in both tests at the
Echelon site.

Under “normal” operation, each Echelon employee adjusts their own lighting level and
temperature set point using a browser based user interface on their computer (see
Appendix C for more detail). When the central system calls for a demand shed, known
as “Managed Load-Shed Mode”, it will do so only to the offices of occupants who have
“opted-in” to allow this functionality. In addition, each occupant must define the lighting
and temperature levels that will be allowed in their office when the central system enters
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“Managed Load-Shed Mode”. This approach offers each individual the opportunity to
customize their own “tolerance” for possible reductions in services during rare shed
events. Since awareness of the energy saver mode feature was low, few employees took
the time to proactively enable it during the first test. After results of the first test were
provided to Echelon, company spirit, personal responsibility or other human factors
caused more employees to enable the Managed Load-Shed Mode. This resulted in a
measurable difference in shed saving performance in the November 5™ test.

Echelon had another issue during the November 5™ test. While two of three rooftop
units were disabled at $0.75/kWh, the last rooftop unit that was expected to run was
accidentally already offline, which increased the shed to more than expected.

During the November 5™ test at 450 Golden Gate, when the zone set point increased to
unload the cooling systems, the VAV boxes unexpectedly initiated heating because the
global zone set point control programming on the VAV box was not configured properly.
By raising the space temperature set point, the system raised both cooling and heating set
points, and some zones called for heating resulting in the increase in fan energy®. This
resulted in negative demand savings. Many hot complaints were received from the 7" and
other floors. The operator manually shut down the hot deck fans around 2:30 pm. To
avoid this problem, boiler lock out strategy should be considered during the shed period,
as well as commissioning of the VAV box control.

At Roche, during the October 13™ test, the average zone temperature at Building A2
increased up to a maximum 76.3 °F (average zone temperature increase was less than 1
°F), and CO, concentration increased from 420 ppm to 500 ppm. Although the zone
temperature was not unusual compared to the non-test days’, the operator received a hot
complaint and disabled the shed control fifteen minutes earlier than planned. Roche
finally operated all the strategies successfully in the November 5™ test without any
trouble.

At Cisco on October 13", the system dropped out of shed mode for one minute about two
times per hour. This was caused by null values returned by the price server because it
could not handle the volume of traffic on the server. Another problem was that the
computer room air handler units did not change operation as planned due to a
communication malfunction within the EMCS. By the second test on November 5" these
problems had been corrected, and Cisco successfully shed 990 kW at maximum (See
Appendix B and C for more detail).

We have conducted some preliminary analysis of the zone temperatures at seven sites to
understand how much the interior conditions change. Figure 4-17 summarizes the
average and maximum zone temperature and return air temperature increase for the sites
where temperature measurements were available. 300 Capitol Mall, B of A, and Roche
have trend data on both October 13" and November 5. 50 Douglas, Summit Center,
Echelon, and Oakland Federal Building have trend data only on November 5™. All the

® The solution taken to remedy the problem and beyond is described in Section 5.3.

7 Maximum zone temperatures of non-test days in October are between 1 pm to 4 pm are around 76 °F.
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sites archived either zone temperature or return air temperatures. Among the sites that
implemented HVAC shed strategies, average zone temperature increase at each site was
1.1 °F on October 13" and 1.4 °F on November 5™ (maximum zone temperature increase
was 4.4 °F on October 13™ at 300 Capitol Mall and 5.6 °F on November 5™ at Echelon)®.
Average return air temperature increase at each site was less than 1.4 °F on October 13"
and 0.8 °F on November 5" (maximum return air temperature increase was 2.3 °F on
October 13™ at 300 Capitol Mall and 2.1 °F on November 5™ at Summit Center). There
were no hot complaints except at Roche on October 13™.
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The sample number shown is the number of measurement points.
300 Capitol Mall trended average zone temperature trend for each of 6 AHU zones.
(ZT= Zone Temperature; RAT= Return Air Temperature)

Figure 4-17: Zone and Return Air Temperature Changes, Nov. 5"

At the Oakland Federal Building, only limited zone temperature changes were identified
except for a few zones on 16™ floor where a large zone temperature increase was
identified in the Retest. According to the operator, the 16" floor is the furthest from the
supply fans. This floor tends to be warmer than the other floors when the duct static
pressure is low. DR shed strategies may exacerbate or expose problems with HVAC
design or configuration that do not lead to unacceptable performance in normal operation.

Cal EPA implemented both HVAC and lighting shed strategies for the November 5™ test.
The operator received many inquiry and complaint calls regarding lighting, but none for
zone temperatures condition. Further details on these issues are provided in Section 4.4.

¥ Zone temperature and return air temperature increase were calculated by delta T between hourly average
temperature prior to the test (noon to 1 pm) and maximum temperature during the test (1 pm to 4 pm).
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4.3. Summary of Four 2004 Tests

It is useful to examine the results from all 15 sites” among the four tests. Figure 4-18
shows the maximum 15-minute demand savings the 2004 test. The graph shows that the
maximum demand sheds at each site range from 12 kW to over about | MW. On the
November 5" test event the aggregated maximum savings among the 14 sites that
successfully executed the shed control reached nearly 2 MW. If all 15 sites reached their
maximum shed simultaneously, a total of about 4 MW of demand response is available
from these 15 sites that represent about 10 million ft* of floor area. The summary of the
data in Figure 4-18 is shown in absolute power to show the size of building sheds that are
available from this type of a commercial building sample. Results could also be shown in
power density (W/ ft%), but the absolute shed power is useful for future DR resource
planning.
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Figure 4-18: Maximum Demand Savings for the Retest and Scaled-Up Tests by Building, Total
Aggregated Maximum Shed for Each Test, and Non-Coincident Maximum

4.4. Shed Strategies Analysis

Shed Strategies by Building Control Attributes

The shed strategy methods used by the various sites can be categorized into five HVAC
and two lighting shed types. An obvious observation is that the type and effectiveness of
building’s shed strategy can be dependent on the building control attributes that are
available. Table 4-9 is an initial framework for analyzing the needed building control
capabilities for specific shed strategy categories. For each shed type, the needed building
control attribute is identified with a check mark.

’ Excluding CETC, Kadant and Monterey due to the reason mentioned in Section 3.1.
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Table 4-9: Examples of Building Control Attributes and Shed Strategies

Building Control Attributes
EMCS
Zone EMCS Variable | Central
Temp. Equip. [Frequency| Lighting
Shed Strategy Types Control Control Drives Control
HVAC Thermostat Setup/Setback v v
Cooling Limit v
Duct Static Setback v
Fan Speed Limit v v
Equip. Lock-out v
Lighting  [Reduce Common Area Lighting v
Reduce Private Office Lighting v
Misc. Equip]Equip. Lock-out v

Table 4-9 is a simple framework to describe the building control capabilities a building
needs to participate in automated DR events. Another method that could be used in a
building audit is to use a decision tree as depicted in Figure 5-1 in Section 5 below. This
process helps the building operations staff explore the capabilities of their building
controls in a systematic sequence.

Demand Savings by Strategy and End Use

The results of this study provide some indication that significant demand savings can be
achieved with a variety of control strategies. Figure 4-19 shows maximum demand
savings intensity categorized by shed strategy for the November 5, 2004 Scaled-up test.
While most of the results above were derived from whole-building electric data, the
savings for the lighting sheds are based on end-use metering at the three sites shown
(Albertsons, Cal EPA, and Echelon). Three sites also have end-use metered HVAC
electricity use (OFB, Cal EPA and Echelon). We calculated the savings for the HVAC
shed strategies shown in Figure 4-19 using the baseline regression model with the HVAC
end-use data. By contrast, 50 Douglas, Summit Center, B of A, Roche and USPS had
only whole building power measurement, but only used a single strategy. Therefore
attributing the savings to the HVAC strategy is straightforward. Albertsons, Cal EPA
and Echelon did overhead lighting shed. Albertsons and Echelon have lighting end-use
measurements and Cal EPA can estimate lighting plus receptacle power by subtracting
HVAC power from whole building power.
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Figure 4-19: Demand Saving Intensity (W/ft) by Shed Strategy

Summary of Results by Strategies

This section summarizes findings and recommendation for each shed strategy. One
finding from the post-test interviews was that occupants were sensitive to stepped control
of electrical lighting circuits. This problem is not surprising and well known in the
lighting control field. Major steps in lighting control are noticeable. Dimming systems,
however, have been shown to be less intrusive. It is also notable that the HVAC service
interruptions had a minimal impact on complaints.

Global Zone Setup/Setback

The global zone setup/setback strategy performed well at each of the 7 sites where it was
successfully implemented. There were no occupant complaints from these sites. It is
important to remember that there could have been some discomfort even though there
were no complaints. This issue will be pursued in fu